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#### Abstract

In this work we consider the concept of differential flatness defined by Fliess, Levine, Martin and Rouchon. The structural property of $k$-flatness (the case in which flat outputs depends up to the $k$ th derivative of the inputs) is studied based on the properties of the dynamic extension algorithm and the Cartan-Kähler theorems on the existence of integral manifolds of exterior differential systems. In this context, it is shown that there may exist two kind of flat systems - the nonsingular and the singular cases. Since the nonsingular case contains properly the class of state-feedback linearizable systems, this induces a classification of nonlinear flat systems as state-feedback linearizable, nonsingular and singular systems, in an ascending order of complexity.

Necessary and sufficient conditions of $k$-flatness for the nonsingular case are developed. Necessary and sufficient conditions for the singular case are also presented, although they are much more involved and are not in closed form. Examples are presented to illustrate the results.


## 1 Introduction and motivation

Feedback linearization is an important structural problem in control systems theory. This problem was completely solved in the static-state feedback case $[20,18]$ but necessary and sufficient conditions for feedback linearizability by dynamic state feedback are not yet known (see $[3,29,4,16,32,34$, $30,1,27,33,26,17,35]$ for several results on this subject).

Fliess et al introduced the notion of differential flatness for nonlinear control systems in [9,11]. This structural concept is strongly related to the problem of feedback linearization, and corresponds to a complete and finite parametrization of all solutions of a control system by a differentially independent family of functions. Differential flatness was originally defined in a differential algebraic setting [9, 11] and restated in a infinite dimensional geometric setting recently introduced in control theory [ $10,25,12,14,13$ ].

In this paper we consider analytic nonlinear affine control
systems of the form

$$
\begin{equation*}
\dot{x}(t)=f(x(t))+\sum_{j=0}^{m} g_{j}(x(t)) u_{j}(t) \tag{1}
\end{equation*}
$$

where $x(t)$ evolves on an analytic manifold $X$ of dimension $n$, and the input $u(t)$ is a vector of dimension $m$. We will assume that this dynamics is well formed (see [28]) i.e., the fields $\left\{g_{j}(x), j \in\lfloor m\rceil\right\}$ are linearly independent for every $x \in X$.

Roughly speaking, a system (1) is said to be flat if there exists a set of differentially independent functions $y=$ $\left(y_{1}, \ldots, y_{m}\right)$ called flat output such that every variable of the system is a function of time and of $y$ and its derivatives ${ }^{1}$ (see [14]). The flat output is a set of functions that may depend on the state $x$ and on the input $u$ and its derivatives $u^{(s)}$ for $s=0, \ldots, k$. In this case, the system is said to be $k$-flat. When the flat output depends only on $x$, the system is said to be 0 -flat.

Instrumental for our purposes are the structure algorithms, like Singh's algorithm [31] and the Dynamic Extension Algorithm (DEA) [6, 21, 7, 5, 24]. Our main results combine the geometric properties of the DEA with Cartan-Kähler theory [2, Chap.3] to parametrize that the jets of the flat output candidates and to obtain necessary and sufficient conditions of $k$-flatness can be obtained. The results developed here indicate that two kind of flatness exists. For the first one, called nonsingular, we give a complete and effective characterization; For the second one, called singular, a characterization is also given, but the computations in this case may be related to more sophisticated results like Cartan-Kähler theorem and Cartan-Kuranishi prolongation theorem [2, Chaps.3, 6 and 8]. In the nonsingular case, one can check flatness of a given system using only standard geometric operations like Liederivations, exterior differentiations etc. Our results about the singular case are inspired by the ideas of Fliess et al [15] which show that checking flatness of a system is closely related to the problem of finding integral manifolds of exterior differential systems. In this paper we show how to compute this exterior differential system through some symbolic operations.

If a system is flat, by definition it is $k$-flat for $k$ big enough. An important question that remains open is if there exists a

[^0]bound on $k$ depending on the number of the states and inputs [15].

The paper is organized as follows. In section 2 we present notation and some results about exterior differential systems. In section 3 we present the notion of structure codistributions, instrumental for parametrizing the jet of the flat-ouput candidate. In sections 4 and 5 we present the main results respectively about the singular and the nonsingular case. In section 6 some examples are discussed. Finally in section 7 we state some conclusions.

## 2 Preliminaries and notation

### 2.1 Notation

The field of real numbers will be denoted by $\mathbb{R}$. The subset of natural numbers $\{1, \ldots, k\}$ will be denoted by $\lfloor k\rceil$. A symmetric multiindex $K$ of class $s$ and length $k$ is a set of elements of the form $\left(i_{1}, \ldots, i_{k}\right)$, where $i_{j} \in\lfloor s\rceil$ for $j \in\lfloor k\rceil$, and where all the permutations of $\left(i_{1}, \ldots, i_{k}\right)$ are identified with each other. The set of all symmetric multiindeces of class $s$ is denoted by $\Sigma(s)$. The length of $K \in \Sigma(s)$ is denoted by $\|K\|$. Note that $K \in \Sigma(s),\|K\|=k$ is identified to some $\left(i_{1}, \ldots, i_{k}\right)$ such that $i_{1} \leq i_{2} \leq \ldots \leq i_{k} \leq s$. Given $K \in \Sigma(s), K=\left(i_{1}, \ldots, i_{k}\right)$ and $i \in\lfloor s\rceil$ then $(K i)$ stands for $K=\left(i_{1}, \ldots, i_{k}, i\right)$.

We will use the standard notations of differential geometry and exterior algebra [36, 2]. Let $\mathcal{P}$ be a smooth manifold of dimension $p$. Let $\mathcal{F}$ be a set of smooth functions defined on $\mathcal{P}$. Let $Z=\{z \in \mathcal{P} \mid f(z)=0, \forall f \in \mathcal{F}\}$ be the set of common zeroes of all $f \in \mathcal{F}$. Then $z$ is an ordinary zero if : (i) There exists a subset $F=\left\{f_{1}, \ldots, f_{r}\right\} \subset \mathcal{F}$ such that the set $d f=\left(d f_{1}, \ldots, d f_{r}\right)$ is independent on $z$; (ii) There exists an open neighborhood $U$ of $z$ such that the set of common zeros of $F$ that are inside $U$ coincides with $Z \cup U$. In particular, $Z \cup U$ is a submanifold of $\mathcal{P}$.

Given a field $f$ and a 1-form $\omega$ on $\mathcal{P}$, we denote $\omega(f)$ by $\langle f, \omega\rangle$. The set of smooth $k$-forms on $\mathcal{P}$ will be denoted by $\Lambda_{k}(\mathcal{P})$ and $\Lambda(\mathcal{P})=\cup_{k \in \mathbb{N}} \Lambda_{k}(\mathcal{P})$.

Given two forms $\eta$ and $\xi$ in $\Lambda(\mathcal{P})$, then $\eta \wedge \xi$ denotes their wedge multiplication. The exterior derivative of $\eta \in \Lambda(\mathcal{P})$ will be denoted by $d \eta$. Note that the graded algebra $\Lambda(\mathcal{P})$, as well as its homogeneous elements $\Lambda_{k}(\mathcal{P})$ of degree $k$, have a structure of $C^{\infty}(\mathcal{P})$-module (see [36] for details). Given a family $\nu=\left(\nu_{1}, \ldots, \nu_{k}\right)$ of a $C^{\infty}(\mathcal{P})$-module, then span $\left\{\nu_{1}, \ldots, \nu_{k}\right\}$ stands for the span over $C^{\infty}(\mathcal{P})$.

An ideal $\mathcal{I}$ is a $C^{\infty}(\mathcal{P})$-submodule of $\Lambda(\mathcal{P})$ such that, given two forms $\omega$ and $\theta$ in $\mathcal{I}$ then $\omega \wedge \theta \in \mathcal{I}$. Given a subset $\mathcal{S} \subset \Lambda(\mathcal{P})$ then $\{\mathcal{S}\}$ stands for the least ideal that contains $\mathcal{S}$.

A differential ideal $\mathcal{I}$ is an ideal that is closed by the exterior differentiation, i.e., $d \mathcal{I} \subset \mathcal{I}$. A differential ideal is also called an exterior differential system.

### 2.2 Exterior Differential Systems with independence condition

We present some definitions and results about exterior differential systems. The reader may refer to the treatise [2] for details.

Let $M$ be an analytic manifold with dimension $m$ and let $\mathcal{I}$ be a differential ideal defined on $M$. Let $\Omega=\omega_{1} \wedge \ldots \wedge \omega_{n}, \notin$ $\mathcal{I}$ be an $n$-form on $M$. Then the pair $(\mathcal{I}, \Omega)$ is called Exterior Differential System with independence condition.

An integral element $E$ of $\mathcal{I}$ on $x \in M$ is a subspace of $T_{x} M$ such that $\left.\theta\right|_{E}=0$ for all forms $\theta$ of $\mathcal{I}$. An integral element of $(\mathcal{I}, \Omega)$ on $x \in M$ is a subspace $E$ of dimension $n$ of $T_{x} M$ such that $\left.\theta\right|_{E}=0$ for all form $\theta$ of $\mathcal{I}$ and $\left.\Omega\right|_{E} \neq 0$ (this last condition is called independence condition). An integral manifold of $(\mathcal{I}, \Omega)$ is an immersed manifold $i: N \rightarrow M$ dimension $n$ of $T_{x} M$ such that, for every point $\xi \in N$, its tangent space $E=i_{*}\left(T_{\xi} N\right)$ is an integral element of $(\mathcal{I}, \Omega)$. For every immersed manifold $i: N \rightarrow M$ (not necessarily an integral manifold) we define the restriction of $(\mathcal{I}, \Omega)$ to $N$ by $(\tilde{\mathcal{I}}, \tilde{\Omega})=\left(i^{*} \mathcal{I}, i^{*} \Omega\right)$. We denote by $G_{n}(T M)$ the Grassmann bundle of all $n$-subspaces $E \subset T_{x} M$. The bundle of all integral elements $E$ of $\mathcal{I}$ of dimension $n$ is denoted by $V_{n}(\mathcal{I})$ and is a subbundle of $G_{n}(T M)$. Similarly, $G_{n}(T M, \Omega)$ denotes the bundle of all $n$-subspaces $E \subset T_{x} M$ obeying the independence condition $\left.\Omega\right|_{E} \neq 0$. The bundle of all integral elements of $(\mathcal{I}, \Omega)$ is denoted by $V_{n}(\mathcal{I}, \Omega)$ and is a subbundle of $G_{n}(T M, \Omega)$. Let $E \in G_{n}(T M, \Omega)$. Denote a basis of $E$ by $e=\left(e_{1}, \ldots, e_{n}\right)$. It can be shown that

$$
\begin{aligned}
V_{n}(\mathcal{I})= & \left\{E \in G_{n}(T M) \mid \theta\left(e_{1}, \ldots, e_{n}\right)=0,\right. \\
& \forall \theta \in \mathcal{I}, \theta \text { of degree } n\}
\end{aligned}
$$

If $\phi$ is an $n$-form on $M$, define a function $\phi_{\Omega}$ on $V_{n}(\mathcal{I}, \Omega)$ by the formula $\left.\phi\right|_{E}=\left.\phi_{\Omega}(E) \Omega\right|_{E}$. Let

$$
\begin{equation*}
\mathcal{F}_{\Omega}(\mathcal{I})=\left\{\phi_{\Omega} \mid \phi \in \mathcal{I}, \phi \text { has degree } \mathrm{n}\right\} . \tag{2}
\end{equation*}
$$

Then

$$
\begin{equation*}
V_{n}(\mathcal{I}, \Omega) \text { is the subset of common zeroes of } \mathcal{F}_{\Omega}(\mathcal{I}) \tag{3}
\end{equation*}
$$

### 2.3 Prolongations

Let $(\mathcal{I}, \Omega)$ be an exterior differential system with independence condition. The first prolongation is a Pfaffian system $\left(I^{(1)}, \Omega^{(1)}\right)$ defined on a manifold $M^{(1)}$. To define the prolongation we define first a Pfaffian system $(\mathcal{L}, \Phi)$ on $G_{n}(T M, \Omega)$ in the following way. Let $\pi: G_{n}(T M, \Omega) \rightarrow$ $M$ be the canonical projection and for each $(x, E) \in$ $G_{n}(T M, \Omega)$ we define

$$
\begin{aligned}
I^{(1)}(x, E) & =\pi^{*} E^{\perp} \\
J^{(1)}(x, E) & =\pi^{*} T_{x}^{*} M
\end{aligned}
$$

Then the filtration $I^{(1)} \subset J^{(1)} \subset T^{*} G_{n}(T M, \Omega)$ defines a Pfaffian system with independence condition [2, p.104]. In particular, we may take $\mathcal{L}=\left\{I^{(1)}, d I^{(1)}\right\}$ and $\Phi=$ $\pi^{*} \Omega$. To see what this gives in coordinates, assume that
$\left(x^{1}, \ldots, x^{n}, y^{1}, \ldots, y^{s}\right)$ is a local coordinate system for $M$ such that $\Omega=d x_{1} \wedge \ldots \wedge d x_{n}$. Then, an $n$-plane $E$ of $G_{n}(T M, \Omega)$ is generated by $e_{1}, \ldots, e_{n}$, where

$$
\begin{equation*}
e_{i}=\frac{\partial}{\partial x_{i}}+\sum_{\sigma} p_{i}^{\sigma} \frac{\partial}{\partial y^{\sigma}} \tag{4}
\end{equation*}
$$

where $\left(x^{i}, y^{\sigma}, p_{i}^{\sigma}\right)$ is a local chart for $G_{n}(T M, \Omega)$. In other words, $E$ is defined by the equations $\theta^{\sigma}(E)=0, \sigma \in\lfloor s\rceil$ where

$$
\begin{equation*}
\theta^{\sigma}=d y^{\sigma}-\sum_{i} p_{i}^{\sigma} d x^{i} \tag{5}
\end{equation*}
$$

It follows that $I^{(1)}$ is generated by the forms $\theta^{\sigma}$ and we may take $\Phi=\pi^{*} \Omega=d x_{1} \wedge \ldots \wedge d x_{n}$.

Definition 2.1 Let $M^{(1)}=V_{n}(T M, \Omega)$ and assume that $M^{(1)}$ is a submanifold of $G_{n}(T M)$. Let $\iota: M^{(1)} \rightarrow$ $G_{n}(T M)$ be the canonical injection. Then the first prolongation is the (linear) Pfaffian system $\left(\iota^{*} \mathcal{L}, \iota^{*} \Phi\right)$.

Note that one can always define the canonical map $\bar{\iota}$ : $M^{(1)} \rightarrow M$ as the composition of the canonical immersion $\iota: M^{(1)} \rightarrow G_{n}(T M)$ with the canonical projection $\pi: G_{n}(T M) \rightarrow M$.

Remark 2.1 Let $X=\operatorname{span}\left\{d x^{1}, \ldots, d x^{n}\right\} \subset T^{*} M$. Assume that the canonical map $\bar{\iota}: M^{(1)} \rightarrow M$ is a surjective submersion. Let $\tilde{X}=\tilde{\iota}^{*} X, \tilde{I}^{(1)}=\iota^{*} I^{(1)}$ and $\tilde{J}^{(1)}=\iota^{*} J^{(1)}$ $=\bar{\iota}^{*} T M$.

Note that $\tilde{J}^{(1)}=\tilde{I}^{(1)} \oplus \tilde{X}$. Let $\tilde{\pi}: \tilde{J}^{(1)} \rightarrow \tilde{X}$ be the canonical projection. We can define a correspondence $\omega \in T^{*} M \rightarrow \pi_{1}(\omega) \in \tilde{X} \subset T^{*} M^{(1)}$ by the rule $\pi_{1}(\omega)=$ $\tilde{\pi} \bar{\iota}^{*} \omega$. In coordinates $(x, y)$ for $M$, let $\omega=\sum_{\sigma=1}^{s} \alpha_{\sigma} d y^{\sigma}+$ $\sum_{i=1}^{n} \beta_{i} d x^{i}$. Then $\pi_{1}(\omega)=\sum_{i=1}^{n}\left\{\beta_{i}+\sum_{\sigma=1}^{s} \alpha_{\sigma} p_{i}^{\sigma}\right\} d x^{i}$. Note that $\pi_{1}(\omega)$ is the unique 1-form such that $\pi_{1}(\omega)-\vec{\iota}^{*} \omega$ $\in \tilde{I}^{(1)}$. Note also that $\omega \in X$ implies that $\pi_{1}(\omega) \in \tilde{X}$.

The next Lemma says that an integral manifold induces canonically an integral manifold for the prolongations of any order.

Lemma 2.1 Assume that the kth prolongation of a differential system with independence condition $(\mathcal{I}, \Omega)$ is well defined for all $k \in \mathbb{N}$. Assume that $i: X \rightarrow M$ is an integral manifold of $(\mathcal{I}, \Omega)$. Then there is a unique integral manifold $i^{(k)}: X \rightarrow M^{(k)}$ associated to $i: X \rightarrow M$ by a canonical lifting.

Proof. Note that $i_{*}: T X \rightarrow T M$ induces a map $j:$ $X \rightarrow V_{n}(\mathcal{I}, \Omega)$ such that $j(x)=i_{*}\left(T_{x} M\right)$. Note also that this map (canonical lifting) is an integral manifold for the first prolongation (see [2, pp.147-149]). The proof may be completed by induction on $k$.

The next Lemma says that, under some natural assumptions, the prolongation of the pull-back is the pull-back of the prolongation ${ }^{2}$.

[^1]Lemma 2.2 Let $Z, M, N$ be analytic manifolds and let $\Omega$ be a volume form on $Z$. Let $\mathcal{M}=Z \times M$ and $\mathcal{N}=Z \times N$. Let $\pi_{1}: \mathcal{M} \rightarrow Z$, and $\pi_{2}: \mathcal{N} \rightarrow Z$ be the canonical projections. Let $i: \mathcal{M} \rightarrow \mathcal{N}$ be an immersion such that $\pi_{2} \circ i=\pi_{1}$. Let $(\mathcal{I}, \Omega)$ be an exterior differential system defined on $\mathcal{N}$ and let $(\mathcal{J}, \Omega)$ be the exterior differential system defined on $\mathcal{N}$ by $\mathcal{J}=i^{*} I$. Assume that both prolongations $\left(\mathcal{J}^{(1)}, \Omega\right)$ and $\left(\mathcal{I}^{(1)}, \Omega\right)$ are well defined respectively on $\mathcal{M}^{(1)}$ and $\mathcal{N}^{(1)}$. Let $j: M^{(1)} \rightarrow N^{(1)}$ be the map defined by $j\left(E_{\xi}\right)=i_{*} E_{\xi}$. Then $\mathcal{J}^{(1)}=j^{*} \mathcal{I}^{(1)}$.

Proof. The proof is an easy application of the definitions of § 2.3. $\square$.

Remark 2.2 It is easy to show that the integral manifolds $i$ and $i^{(1)}$ of Lemma 2.1 and the map $\bar{\imath}$ of Def. 2.1 obey the relation $i=\bar{\iota} \circ i^{(1)}$.

### 2.4 Prolongation and Symbolical Calculus

In this section we will state some definitions that allow to perform symbolical calculations with functions that are the solution of a partial differential equation ${ }^{3}$. The idea is to define symbolical operations in a way that, when specialized to an integral manifold, these symbolical operations becomes the usual manipulations of differential calculus. For instance, if one denotes symbolically the partial derivatives $\partial y^{\sigma} / \partial x^{i}$ of a function $y^{\sigma}$ by $p_{i}^{\sigma}$, then one can perform all the differential operations (of first order) with this function in a symbolical fashion. Using the language of exterior differential systems and their prolongations, we will consider this idea in a much more abstract way.

Let $M=X \times N$ be a manifold and let $\Omega=d x_{1} \wedge \ldots \wedge d x_{n}$ be a volume form on $X$. Let $(\mathcal{I}, \Omega)$ be an exterior differential system with independence condition defined on $M$. Let $\left(\mathcal{I}^{(k)}, \Omega\right)$ be its prolongation defined on $M^{(k)}$. Assume that the canonical maps $\bar{\iota}_{k}: M^{(k+1)} \rightarrow M^{(k)}$ are surjective submersions ${ }^{4}$ for $k \in \mathbb{N}$ and that $M^{(k)}=X \times N^{(k)}$. Note that $\bar{\iota}_{k}\left(x, \eta_{k}\right)=\left(x, \eta_{k-1}\right)$ and hence the map $\left(\iota_{k}\right)_{*}(\xi)$ restricted to $T_{\xi} X \subset T_{\xi} M^{(k)}$ is an isomorphism.

Denote $T_{\zeta} M=T_{\zeta} X \oplus T_{\zeta} N$. A symbolic field is a field $f: M \rightarrow T X \subset T M$ such that, for every point $\xi$ on $M$, $f$ is contained in $T_{\pi_{x}(\xi)} X$. Let $\bar{\iota}$ be the canonical map of Def. 2.1. Since $\bar{\iota}_{*}(\xi) \mid T_{\xi} X$ is an isomorphism onto $T_{\bar{\iota}(\xi)} X$, to every symbolic field we can associate a unique symbolic field $f^{(1)}: M^{(1)} \rightarrow T X \subset T M^{(1)}$ such that $\bar{\iota}_{*} f^{(1)}=f \circ \bar{\iota}$. We may define the symbolic field $f^{(k)}$ on $M^{(k)}$ inductively by the rule $\left(\bar{\iota}_{k-1}\right)_{*} f^{(k)}=f^{(k-1)} \circ \bar{\iota}_{k-1}$.

Consider the map $\tilde{\pi}: \tilde{J}^{(1)} \rightarrow \tilde{X}$ defined in Rem. 2.1. One may define inductively the $C^{\infty}(M)$-linear map $\tilde{\pi}_{k}$ : $\tilde{J}^{(k)} \subset T^{*} M^{(k)} \rightarrow X^{(k)} \subset T^{*} M^{(k)}$. This map may be extended in a natural way to a map from $\Lambda\left(M^{(k)}\right)$ to $\left\{X^{(k)}\right\} \subset \Lambda\left(M^{(k)}\right)$. It follows that the composition

$$
\begin{equation*}
\pi_{k}=\tilde{\pi}_{k} \breve{\iota}_{k-1}^{*}, k=0,1,2, \ldots \tag{6}
\end{equation*}
$$

[^2]defines a map from $\Lambda\left(M^{(k-1)}\right)$ to $\left\{X^{(k)}\right\} \subset \Lambda\left(M_{k}\right), k \in$ IN.

Definition 2.2 Given a function $\phi: M \rightarrow \mathbb{R}$ and a symbolical field we define $\langle d \phi, f\rangle=\left\langle\pi_{1} d \phi, f^{(1)}\right\rangle$. Note that $\psi=\left\langle\langle d \phi, f\rangle\right.$ is a function defined on $M^{(1)}$. If $\omega$ is a one form on $M$ we define $\langle\omega, f\rangle=\left\langle\pi_{1} \omega, f^{(1)}\right\rangle$. Given a form $\omega$ defined on $M$, denote $\bar{\omega}=\bar{\iota}^{*} \omega$. Analogously, given a codistribution $\Gamma$ on $M$ we define $\bar{\Gamma}=\bar{\iota}^{*} \Gamma$. Note that both objects $\bar{\omega}$ and $\bar{\Gamma}$ are defined on $M^{(1)}$. A symbolic 1-form $\omega$ is a form defined on $M$ such that $\omega \in \operatorname{span}\left\{d x^{1}, \ldots, d x^{n}\right\}$. A codistribution $\Gamma$ on $M$ is a symbolic codistribution if $\Gamma \subset \operatorname{span}\left\{d x^{1}, \ldots, d x^{n}\right\}$. For a symbolical codistribution $\Gamma$, define the flag $\Gamma^{(1)}=\left\{\bar{\omega} \in \bar{\Gamma} \mid d \bar{\omega} \in\left\{I^{(1)}+\bar{\Gamma}\right\}\right\}$. We say that $\Gamma$ is symbolicaly involutive if $\Gamma^{(1)}=\bar{\Gamma}$.

Define $\Gamma^{(0)}=\Gamma$. As in the "nonsymbolical" case one may compute the derived flag $\Gamma^{(k)}=\left\{\Gamma^{(k-1)}\right\}^{(1)}$ defined on $M^{(k)}$ for $k \in I N$. Let $n=\operatorname{dim} X$ and let $\zeta_{n} \in M^{(n)}$. Denote by $\zeta_{k-1}=\bar{\iota}_{k}\left(\zeta_{k}\right)$. We say that $\zeta_{n}$ is a regular point of the derived flag $\left\{\Gamma^{(k)}, k \in\{0,1, \ldots, n\}\right.$, if $\zeta_{k}$ is a regular point of $\Gamma^{(k)}$ for $k \in\{0,1, \ldots, n\}$.

Definition 2.3 Let $\phi$ be a function and $f$ be a symbolic field, both defined on $M$. Then $\mathbb{L}_{f} \phi$ stands for $\langle d \phi, f\rangle\rangle$. Define $\mathbb{L}_{f}^{k} \phi$ inductively by $\left\langle\pi_{k} d \mathscr{L}_{f}^{k-1} \phi, f^{(k)}\right\rangle$. Note that $\mathbb{L}_{f}^{k} \phi$ is a function defined on $M^{(k)}$. Let $\omega$ be a symbolical 1-form on $M$. Define $\mathbb{L}_{f} \omega=$ $\tilde{\pi}\left\{\imath\left(f^{(1)}\right)\left(\pi_{1} d \omega\right)+d\left(\left\langle\widehat{\iota}^{*} \omega, f^{(1)}\right\rangle\right)\right\}$, where $\imath(\cdot)(\cdot)$ denotes the interior product (see $[36,2.25(d)])$ and $\pi_{1}$ is defined by (6). If $\theta$ is a symbolical form defined on $M^{(k-1)}$ define $\mathbb{L}_{f(k)} \theta=\tilde{\pi}_{k}\left\{\imath\left(f^{(k)}\right)\left(\pi_{k} d \theta\right)+d\left(\left\langle\iota_{k-1}^{*} \theta, f^{(k)}\right\rangle\right)\right\}$. Then define inductively $\mathfrak{L}_{f}^{k} \omega=\mathcal{L}_{f^{(k)}}\left(\mathbb{L}_{f}^{k-1} \omega\right)$.

Note that, in coordinates we have $\mathscr{L}_{f}\left(\sum_{i=1}^{n} \alpha_{i} d x^{i}\right)=$ $\sum_{i=1}^{n}\left\{\mathcal{L}_{f}\left(\alpha_{i}\right) d x^{i}+\tilde{\pi}\left(\alpha_{i} d\left\langle d x^{i}, f^{(1)}\right\rangle\right)\right\}$.

The next proposition shows that, when specialized to integral manifolds the symbolical calculations defined above coincides to the "standard" differential calculus.

Proposition 2.1 Let $i: X \rightarrow M$ be a local integral manifold of $\mathcal{I}$ and let $i^{(k)}: \rightarrow M^{(k)}$ be the the local integral manifold of $\mathcal{I}^{(k)}$ induced by $i^{(k)}$ (see Lemma 2.1). Note that there exists a unique field $f$ defined on $X$ such that $\left\langle i^{*} d x^{i}, \tilde{f}\right\rangle=$ $\left\langle d x^{i}, f \circ i\right\rangle$. Let $\phi: M \rightarrow \mathbb{R}$ be a function, let $f$ be $a$ symbolic field, let $\omega$ be a symbolic 1-form, and let $\Gamma$ be a symbolic distribution. Then
(i) $\langle d \phi, f\rangle \circ i^{(1)}=\langle d(\phi \circ i), \tilde{f}\rangle$
(ii) $\mathbb{L}_{f}^{k} \phi \circ i^{(k)}=L_{\tilde{f})}^{k} \phi \circ i$
(iii) $\left(i^{(k)}\right)^{*} \mathbb{L}_{f}^{k} \omega=L_{\tilde{f}}^{k}\left(i^{*} \omega\right)$.
(iv) Assume that the symbolic distribution $\Gamma$ is symbolically involutive. Then $i^{*} \Gamma$ is involutive as a codistribution defined on $X$.
(v) Let $\zeta_{n}$ be a regular point of the derived flag obtained from $\Gamma$. Assume that $\zeta_{n}$ is contained in the image of $i^{(n)}$. Then
there exist some $q \leq \operatorname{dim} \Gamma \leq n$ such that $\Gamma^{(q-1)}$ is involutive. In particular, $\left(i^{(q-1)}\right)^{*} \Gamma^{(q-1)}$ is integrable as a codistribution defined on $X$.

### 2.5 Jet-spaces, contact-forms and prolongations

We denote by $\mathcal{J}^{r}(Z, Y)$ the set of $r$-jets of all smooth maps $y: Z \rightarrow Y$ between smooth manifolds $Z$ and $Y$. Then $\mathcal{J}^{r}(Z, Y)$ has a structure of smooth manifold. For instance, consider the manifold $\mathcal{J}_{y}^{r}(Z, Y)$, where $Z$ has dimension $t$ and $Y=\mathbb{R}^{s}$. If $Z$ has local coordinates $z=\left(z^{1}, \ldots, z^{t}\right)$ then $\mathcal{J}^{r}(Z, Y)$ has local coordinates $\left(z^{i}, y^{\sigma}, y_{K}^{\sigma}: i \in\lfloor t\rceil\right.$, $\sigma \in\lfloor s\rceil K \in \Sigma(t),\|K\| \leq r)$, where $y^{\sigma} \in \mathbb{R}$ represents the function evaluation $y^{\sigma}(z)$ and $y_{K}^{\sigma}$ represents, for a symmetric multiindex $K=\left(i_{1} \ldots i_{s}\right)$, the partial derivative $\left.\frac{\partial y^{\sigma}}{\partial z^{i_{1}} \ldots \partial z^{i_{s}}}\right|_{z}$. On the manifold $\mathcal{J}^{r}(Z, Y)$, we may define the contact forms

$$
\begin{gather*}
d y^{\sigma}-\sum_{j=1}^{n} y_{j}^{\sigma} d z^{j}, \sigma \in\lfloor s\rceil \\
d y_{k}^{\sigma}-\sum_{j=1}^{n} y_{k j}^{\sigma} d z^{j}, \sigma \in\lfloor s\rceil, k \in\lfloor t\rceil \\
\ldots  \tag{7}\\
d y_{K}^{\sigma}-\sum_{j=1}^{n} y_{K j}^{\sigma} d z^{j}, \sigma \in\lfloor s\rceil, K \in \Sigma(t),\|K\| \leq r-1
\end{gather*}
$$

Then the integral manifolds of the Pfaffian system $\mathcal{I}^{r}$ generated by the contact-forms above with independence condition $\Omega=d z_{1} \wedge \ldots \wedge d z_{t}$ are the jets of functions $y^{\sigma}: Z \rightarrow \mathbb{R}$, $\sigma \in\lfloor s\rceil$ (see [2, Theo. 3.2, p.26]). Furthermore it is easy to see that the prolongation of $\mathcal{I}^{r}$ is $\mathcal{I}^{r+1}$. It can be shown also that every integral element of $\mathcal{I}^{r}$ at $\left(z, y^{\sigma}, y_{K}^{\sigma}: \sigma \in\lfloor s\rceil\right.$, $K \in \Sigma(t),\|K\| \leq r)$ is generated by the set $\left\{e_{1}, \ldots, e_{t}\right\}$ given by

$$
\begin{equation*}
e_{i}=\frac{\partial}{\partial z^{i}}+\sum_{\sigma=1}^{s} \sum_{\substack{J \in \Sigma(n) \\\|J\| \leq r}} y_{J i}^{\sigma} \frac{\partial}{\partial y_{J}} \tag{8}
\end{equation*}
$$

where $y_{J_{1} i_{1}}^{\sigma}=y_{J_{2} i_{2}}^{\sigma}$ if the symmetric multiindeces $\left(J_{1} i_{1}\right)$ and $\left(J_{2} i_{2}\right)$ are identified by a convenient permutation.

Using Cartan's test [2, Thm. 1.11, pp. 74] one may show that every integral element of $\mathcal{I}^{1}$ is involutive and, by the Cartan-Kähler Theorem[2, Cor. 2.3, p.86] it admits local integral manifolds around every point. Using [2, Theo. 2.1, p.248], that shows that the prolongation of an involutive system is also involutive, one may show that $\mathcal{I}^{r}$ is involutive for all $r$.

### 2.6 Involutive codistributions and restricted Jet-spaces

In the sequel we abuse notation and $\mathcal{J}^{r}\left(Z, Y_{1}\right) \times \mathcal{J}^{r}\left(Z, Y_{2}\right)$ stands for $\mathcal{J}^{r}\left(Z, Y_{1} \times Y_{2}\right)$. Denote by $\left(z, \eta_{i}\right)$ the points of $\mathcal{J}^{r_{i}}\left(Z, Y_{i}\right), \mathrm{i}=1,2$. In a similar vein, $\mathcal{J}^{r_{1}}\left(Z, Y_{1}\right) \times$ $\mathcal{J}^{r_{2}}\left(Z, Y_{2}\right)$ will stands for the set of points $\left(z, \eta_{1}, \eta_{2}\right)$ (with a common $z$ ).

Given a nonsingular involutive codistribution $\Gamma=$ span $\left\{\omega^{1}, \ldots, \omega^{s}\right\}$ defined on $Z$, with $\operatorname{dim} \Gamma=s$, then one may define a particular-class of contact forms on a manifold $R=Z \times \mathbb{R}^{s_{0}} \times \mathbb{R}^{s}$ with local coordinates $\left(z^{i}, y^{\sigma}, \alpha_{j}: i \in\right.$
$\left.\lfloor n\rceil, \sigma \in\left\lfloor s_{0}\right\rceil, j \in\lfloor s\rceil\right)$ given by :

$$
\begin{equation*}
d y^{\sigma}-\sum_{j=1}^{s} \alpha_{j}^{\sigma} \omega^{j}, \sigma \in\left\lfloor s_{0}\right\rceil \tag{9}
\end{equation*}
$$

Denote the Pfaffian system generated by these forms by $\mathcal{I}$. Since $\Gamma$ is involutive, by the Frobenius theorem we may assume without loss of generality that the local coordinate system $\left(z_{1}, \ldots, z_{s}, z_{s+1}, \ldots, z_{t}\right)$ is such that $\Gamma=$ span $\left\{d z_{1}, \ldots, d z_{s}\right\}$. Hence, in a new local coordinate system $\left(z^{i}, y^{\sigma}, \beta_{j}^{\sigma}: i \in\lfloor t\rceil, \sigma \in\left\lfloor s_{0}\right\rceil, j \in\lfloor s\rceil\right)$ for $R$, these forms can be written as

$$
\begin{equation*}
\theta^{\sigma}=d y^{\sigma}-\sum_{j=1}^{s} \beta_{j}^{\sigma} d z^{j}, \sigma \in\left\lfloor s_{0}\right\rceil \tag{10}
\end{equation*}
$$

Consider the independence condition $\Omega=d z_{1} \wedge \ldots \wedge d z_{n}$. One can show that every $n$-integral element of $R$ and its prolongations of any order admit corresponding integral manifolds (they are all involutive with respect to the independence condition $\left.\Omega=d z_{1} \wedge \ldots \wedge d z_{n}\right)$. In particular, one can show the following result
Proposition 2.2 Let $R=Z \times \mathbb{R}^{s_{0}} \times \mathbb{R}^{s_{0} s}$ be a manifold with local coordinates $\left(z^{i}, y^{\sigma}, \alpha_{j}^{\sigma}: i \in\lfloor t\rceil, j \in\lfloor s\rceil, \sigma \in\right.$ $\left\lfloor s_{0}\right\rceil$ ). Let $\mathcal{I}$ be the Pfaffian system generated by the forms (9). There exist integral manifolds of $\left(\mathcal{I}^{(k)}, \Omega\right)$ at every point of the prolongation $R^{(k)}$ for every $k \in I N$.

Note that the construction above may be considered as a restricted jet space in the sense that the partial-derivatives are subject to some relations. The following definition generalizes this situation.

Definition 2.4 Let $Z$ be an analytic manifold and let $\Omega$ be a volume form on $Z$. Let $N=\mathcal{J}^{r_{1}}\left(Z, Y_{1}\right) \times \ldots \times \mathcal{J}^{r_{p}}\left(Z, Y_{p}\right)$, where $Y_{i}=\mathbb{R}, i \in\lfloor p\rceil$. Let $\mathcal{I}$ be the Pfaffian system generated on $N$ by the contact forms associated to all the jet spaces $\mathcal{J}^{r_{1}}\left(Z, Y_{1}\right), \ldots, \mathcal{J}^{r_{p}}\left(Z, Y_{p}\right)$. Let $\mathcal{M}$ be an analytical manifold of the form $Z \times M$. A restricted jet space is an analytic immersion $i: \mathcal{M} \rightarrow N$ such that $\pi \circ i=\pi_{1}$ where $\pi_{1}: \mathcal{M} \rightarrow Z$ and $\pi: N \rightarrow Z$ are the canonical projections. The pull-back $\mathcal{J}=i^{*}(\mathcal{I})$ defines the restricted exterior differential system generated by the restricted contact forms.

Note that solving any partial differential equations with $p$ unknown functions $\left(y^{1}, \ldots, y^{p}\right)$ (depending on the variables $z_{1}, \ldots, z_{t}$, with order $r_{\sigma}$ on $y^{\sigma}$ for $\sigma \in\lfloor p\rceil$ ), is equivalent to finding integral manifolds of a convenient restricted exterior differential system.

The next proposition implies that the prolongation of a restricted jet-space is a restricted jet-space of greater order.
Proposition 2.3 Consider the same notation stated in the last definition. Assume that the prolongation $\mathcal{J}^{(1)}$ is well defined on $\mathcal{M}^{(1)}$. Let $j: \mathcal{M}^{(1)} \rightarrow N^{(1)}$ be the map defined by $j\left(E_{\xi}\right)=i_{*} E_{\xi}$. Then $\mathcal{J}^{(1)}=j^{*} \mathcal{I}^{(1)}$.

Proof. Note that the prolongation $M^{(k)}$ of $M$ is always well defined and is given by

$$
\mathcal{J}^{r_{1}+k}\left(Z, Y_{1}\right) \times \ldots \times \mathcal{J}^{r_{p}+k}\left(Z, Y_{p}\right)
$$

Hence, the proof is a straightforward application of Lemma 2.2.

### 2.7 Extension of Restricted Jets-Spaces

Let $M=Z \times N$ be a restricted jet space. Let $I$ be the codistribution generated on $N$ by the restricted-contact forms and let $\mathcal{I}=\{I, d I\}$. Let $\Omega=d z^{1} \wedge \ldots \wedge d z^{t}$ be a volume form on $Z$. Assume that the prolongations $\mathcal{I}^{(k)}$ are well defined on $M^{(k)}$ and are involutive for all $k \in I N$. We will define an extension of this space by adjoining the restricted 1 -jet of $\nu$ new functions. For this, let $\Gamma \subset \operatorname{span}\left\{d z^{1}, \ldots, d z^{t}\right\}$ be a nonsingular symbolical codistribution on $M$ generated by a basis $\left\{\omega^{1}, \ldots, \omega^{s}\right\}$. Assume that $\Gamma$ is symbolically involutive, i.e., $d \Gamma \bmod \{I+\Gamma\} \equiv 0^{5}$. Let $Y=Y_{1} \times \ldots \times Y_{\nu}$ and let $A=A_{1} \times \ldots \times A_{\nu}$, where $Y_{i}=\mathbb{R}, i \in\left\lfloor s_{0}\right\rceil$, and $A_{j}=\mathbb{R}^{s}$, $j \in\lfloor s\rceil$. Consider the manifold $Y \times A$ with global coordinates $\left(y^{b}, \alpha_{j}^{b}: b \in\lfloor\nu\rceil, j \in\lfloor s\rceil\right)$, and let $M_{1}=M \times Y \times A$. Define the forms on $M_{1}$ given by

$$
\begin{equation*}
\theta_{0}^{b}=d h^{b}-\sum_{j=1}^{s} \alpha_{j}^{b} \omega^{j}, b \in\lfloor\nu\rceil \tag{11}
\end{equation*}
$$

Define the codistribution $I_{1}=\operatorname{span}\left\{\theta_{0}^{b}: b \in\lfloor\nu\rceil\right\}+I$ and let $\mathcal{I}_{1}=\left\{I_{1}, d I_{1}\right\}$. Abusing notation, let $\Omega$ stands for its pull-back from $Z$ to $M_{1}$. We have the following result :

Proposition 2.4 Consider the construction of $M_{1}$ and $\mathcal{I}_{1}$ above. Assume that the canonical maps $\bar{\iota}_{k}: M^{(k)} \rightarrow$ $M^{(k-1)}$ are surjective submersions. Then
(i) The exterior differential system with independence condition $\left(I_{1}, \Omega\right)$ defined on $M_{1}$ is is involutive.
(ii) The prolongations $\left(\mathcal{I}_{1}^{(k)}, \Omega\right)$ are well defined on the restricted jet-spaces $M_{1}^{(k)}$ and are involutive for all $k \in$ IN.
(iii) The canonical maps $\bar{\jmath}_{k}: M_{1}^{(k+1)} \rightarrow M_{1}^{(k)}$ are surjective submersions.

## 3 Structure codistributions

In this section we discuss some structural properties of a nonlinear control system of the form

$$
\begin{align*}
\dot{x}(t) & =f(x(t))+\sum_{j=0}^{m} g_{j}(x(t)) u_{j}(t)  \tag{12a}\\
y & =h(x(t)) \tag{12b}
\end{align*}
$$

### 3.1 Dynamic extension algorithm (DEA)

Let us recall the main aspects of the dynamic extension algorithm (in the version of [7]). Given an analytic system (12a)-(12b), the dynamic extension algorithm is a sequence of applications of regular static-state feedbacks and extensions of the state by integrators.

It is well known (see [7]) that the dynamic extension algorithm has an intrinsic interpretation based on the algebraic structure at infinity $\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$. The integer $\rho=\sigma_{n}$ is

[^3]called output rank [8, 7]. The following result is well known ${ }^{6}$ but is restated here in the differential geometric setting of [14] :

Theorem 3.1 [7, 5, 24] Assume that system (12a) is analytic. Let $S$ be the system associated to (12a) in the sense of [14]. Consider the filtrations (defined on $S$ )

$$
\begin{aligned}
\mathcal{Y}_{k} & =\operatorname{span}\left\{d x, d y, \ldots, d y^{(k)}\right\}, k \in \mathbb{N} \\
Y_{k} & =\operatorname{span}\left\{d y, \ldots, d y^{(k)}\right\}, k \in I N
\end{aligned}
$$

Let $S_{k} \subset S$ be the open and dense set of regular points of the codistributions $Y_{i}$ and $\mathcal{Y}_{i}$ for $i=0, \ldots, k$. In the $k$ th step of the dynamic extension algorithm, one may construct around $\xi \in S_{k-1}$ a partition (and a reordering) of the output $y=$ ( $\bar{y}_{k}, \widehat{y}_{k}$ ) with card $\bar{y}_{k}=\sigma_{k}$, a new local state representation $\left(x_{k}, u_{k}\right)$ of the system $S$ with state $x_{k}=\left(x, \bar{y}_{1}^{(1)}, \ldots, \bar{y}_{k}^{(k)}\right)$ and input $u_{k}=\left(\dot{\bar{y}}_{k}^{(k)}, \hat{u}_{k}\right)$ such that
(i) $\operatorname{span}\left\{d x_{k}\right\}=\operatorname{span}\left\{d x, d y, \ldots, d y^{(k)}\right\}$.
(ii) span $\left\{d x_{k}, d u_{k}\right\}=\operatorname{span}\left\{d x, d y, \ldots, d y^{(k+1)}, d u\right\}$.
(iii) $\dot{\bar{y}}_{k}^{(k)} \subset \bar{y}_{k+1}^{(k+1)}$
(iv) Let $\mathcal{D}(\mathcal{C})$ denote the generic dimension of a codistribution $\mathcal{C}$ generated by the differentials of a finite set of analytic functions. The sequence $\sigma_{k}=\mathcal{D}\left(\mathcal{Y}_{k}\right)-\mathcal{D}\left(\mathcal{Y}_{k-1}\right)$ is nondecreasing, the sequence $\rho_{k}=\mathcal{D}\left(Y_{k}\right)-\mathcal{D}\left(Y_{k-1}\right)$ is nonincreasing, and both sequences converge to the same integer $\rho$, called the output rank, for some $k^{*} \leq n=$ $\operatorname{dim} x$. In particular, we have $\rho_{k} \geq \rho \geq \sigma_{n}$ for $k=$ $0, \ldots, n$ and the the sequence $\nu_{k}=\mathcal{D}\left(Y_{k} \cap \operatorname{span}\{d x\}\right)$ converges for $k=k^{*}-1$.

Proof. The reader may refer to [24] for a complete proof which an adaptation of known results to the geometric setting of [14].

### 3.2 Structure codistributions

Consider the system (12a)-(12b), defined in the sense of [14]. Define the codistributions $\Omega_{k}$ calculated from $\mathcal{Y}_{k}=$ span $\left\{d x, d y, \ldots, d y^{(k)}\right\}$ in the following way :

## Definition 3.1

$$
\begin{align*}
& \Omega_{0}=\operatorname{span}\{d x\} \\
& \Omega_{k}=\operatorname{span}\left\{\omega \in \Omega_{k-1} \mid \omega^{(k)} \in \mathcal{Y}_{k}\right\}, k \in\lfloor n\rceil \tag{13}
\end{align*}
$$

The involutive closure $\Gamma_{k}=\bar{\Omega}_{k}$ for $k \in\lfloor n\rceil$ are system invariants called structure codistributions of (1).

This codistributions may be computed based on the same ideas presented in [1].

Proposition 3.1 Consider system (12a) with output $y$. Assume that the structure at infinity of this system is $\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$. Denote by $y=\left(\bar{y}_{k}, \widehat{y}_{k}\right)$ the partition of the output corresponding to the application $k$ step of the DEA

[^4](see the notation of §3.1), where $\bar{y}_{k}$ are, up to a convenient reordering, the first $\sigma_{k}$ components of $y$. Then span $\left\{d \widehat{y}_{k}\right\} \subset$ $\Gamma_{k}$.

Proof. By Theo. 3.1 it follows that $\left\{d x, d \bar{y}_{1}^{(1)}, \ldots, d \bar{y}_{k}^{(k)}\right\}$ is a basis of $\mathcal{Y}_{k}$ and we may take $\widehat{y}_{k} \subset \widehat{y}_{k-1}$. In particular, $d \widehat{y}_{k}^{(j)} \in \mathcal{Y}_{k}$ for $j=0, \ldots, k$. The desired result follows from Definition 3.1.

The following proposition characterizes 0-flatness.
Proposition 3.2 Consider an analytic system $S$ defined by (1) in the sense of [14] and assume that the system is well formed. i.e., span $\{d u\} \subset \operatorname{span}\{d x, d \dot{x}\}$. Consider the output $y_{i}=h_{i}(x), i \in\lfloor m\rceil$. Let $\xi \in S$ be a regular point of $Y_{k}$ and $\mathcal{Y}_{k}$ for $k=0,1, \ldots, n$. Then $S$ is (locally) 0 -flat around $\xi$ with (local) flat output $y$ if and only if there exist $k^{*} \leq n$ such that one of the following equivalent conditions are satisfied:
(i) The algebraic structure at infinity obeys the following condition

$$
\begin{align*}
n+\sum_{i=1}^{k^{*}-1} \sigma_{i} & =m k^{*}  \tag{14a}\\
\sigma_{k^{*}} & =m \tag{14b}
\end{align*}
$$

(ii) $\operatorname{span}\{d x\} \subset Y_{k^{*}-1}$.

## 4 The nonsingular case

In order to develop sufficient conditions of $k$-flatness we will define a symbolic version of the dynamic extension algorithm (SDEA). Choosing a nondecreasing integer solution $\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ of equation (14), this algorithm constructs a restricted jet-space that parametrizes the flat-output candidates $y_{1}=h_{1}(x), \ldots, y_{m}=h_{m}(x)$. The corresponding exterior differential system $(\mathcal{J}, \Omega)$ (generated by the restricted contact forms, see Definition 2.4) is constructed in a way that these restrictions correspond to the properties stated in Proposition 3.1. In each step of the algorithm, the restricted jet space is extended by the procedure of $\S 2.7$. So by Prop. 2.4, the exterior differential system constructed in step $k$ is involutive. If some further dimensional properties are fulfilled, the existence of an integral manifold of $(\mathcal{J}, \Omega)$ will imply, by Proposition 3.2, the existence of a 0 -flat output of the system.

Remark 4.1 It is important to point out the meaning of the word "nonsingular" employed here. This means that we will consider that we are working in a neighborhood points where our (symbolic) objects are nonsingular, i.e., we consider only generic points ${ }^{7}$.

### 4.1 SDEA

Consider the analytic system (1) defined on an open set $X$ with global coordinates $x=\left(x^{1}, \ldots, x^{n}\right)$. Denote $\left(f_{0}, g_{0}\right)=(f, g)$ Let $s_{0}=n, \Gamma_{0}=$

[^5]$\operatorname{span}\left\{\omega_{0}^{i}: i=1, \ldots, n\right\}$, where $\omega_{0}^{i}=d x_{i}$. Define $\mathcal{I}_{0}=$ $\{0\}$. The SDEA can be summarized as follows.
(S0) Let $\sigma_{0}=0$. For every nondecreasing integer solution $\left(\sigma_{1}, \ldots, \sigma_{k^{*}}\right)$ of equation (14), consider the manifold $Z=X \times \mathbb{R}^{\sigma_{1}} \times \ldots \times \mathbb{R}^{\sigma_{k^{*}}}$, with local coordinates $\left(x, \bar{v}_{1}, \ldots, \bar{v}_{k^{*}}\right)$. Let $M_{0}=Z$.
Then, for $k=1$ to $k^{*}$, execute:
(S1) (a) Extend the restricted jet-space as described in § 2.7 by adding $\sigma_{k}-\sigma_{k-1}$ more functions to the the restricted jet-space $M_{k-1}$ constructed in the previous step. Note that $M_{k-1}$ is immersed in $\mathcal{J}^{r_{1}}\left(Z, H_{1}\right) \times$ $\ldots \times \mathcal{J}^{r_{k}}\left(Z, H_{k}\right)$, where $H_{j}=\mathbb{R}^{\sigma_{j}}, j \in\lfloor k\rceil$. Define a restricted jet space $T_{k}=M_{k-1} \times L_{k}$, where $L_{k}=\mathbb{R}^{\mu_{k}}, \mu_{k}=s_{k-1}\left(\sigma_{k}-\sigma_{k-1}\right)$ and $L_{k}$ has canonical coordinates $\left(h^{i}, \alpha_{j}^{i}: i \in\left\{\sigma_{k-1}+1, \ldots, \sigma_{k}\right\}, j \in\right.$ $\left\{1, \ldots, s_{k-1}\right\}$.
(S1) (b) Let $\hat{\mathcal{J}}_{k}$ be a Pfaffian system defined on $T_{k}$ generated by $\mathcal{J}_{k-1}$ and the forms :
$$
\theta^{i}=d h^{i}-\sum_{j \in s_{k-1}} \alpha_{j}^{i} \omega_{k-1}^{j}, i \in\left\{\sigma_{k-1}+1, \ldots, \sigma_{k}\right\}
$$
where the symbolic distribution $\Gamma_{k-1}=\operatorname{span}\left\{\omega_{k-1}^{1}\right.$, $\left.\ldots, \omega_{k-1}^{s_{k-1}}\right\} \subset \operatorname{span}\{d x\}$ was computed in the previous step.
(S2) Compute (symbolically) the $k$ th step of the Dynamic Extension Algorithm. This will produce the (symbolical) system $\left(f_{k}, g_{k}\right)$.
(S3) Compute the (symbolical) structure codistribution
$$
\Gamma_{k}=\operatorname{span}\left\{\omega_{k}^{1}, \ldots, \omega_{k}^{s_{k}}\right\} \subset \operatorname{span}\{d x\}
$$

The steps (S2) and (S3) will be described in detail in the sequel ${ }^{8}$.

### 4.2 Step (S2)

This step corresponds to the symbolical computation of the $k$ th step of the dynamical extension algorithm. In the $(k-1)$ th iteration we have computed a symbolical system $\left(f_{k-1}, g_{k-1}\right)$, with state $x_{k-1}=\left(x^{T}, \bar{v}_{1}^{T}, \ldots, \bar{v}_{k-1}^{T}\right)$, input $u_{k-1}$ and output $y$ i.e., $f_{k-1}$ and $g_{k-1}$ are symbolical fields defined on $M_{k-1}$ (see $\S 2.4$ ). Let $h_{k}=\left(h^{1}, \ldots, h^{\sigma_{k}}\right)^{T}$. Compute

$$
\begin{align*}
\bar{y}_{k}^{(k)} & =\mathfrak{L}_{f_{k-1}}^{k} h_{k}+\left(\mathcal{L}_{g_{k-1}} \mathcal{L}_{f_{k-1}}^{k-1} h_{k}\right) u_{k-1}  \tag{15}\\
& =\bar{a}_{k}+\bar{b}_{k} u_{k-1}
\end{align*}
$$

Note that $\bar{a}_{k}$ and $\bar{b}_{k}$ are matrices of functions defined on $T_{k}^{(k)}$. Assume that the generical rank of $b_{k}$ on $T_{k}^{(k)}$ is $\sigma_{k}$. If this is not true, no solution is possible with the structure at infinity

[^6]chosen. Otherwise, up to a reordering of the input components, assume that $\bar{b}_{k}=\left(\begin{array}{ll}\bar{b}_{11} & \bar{b}_{12}\end{array}\right)$ where $\bar{b}_{11}$ is generically nonsingular (with rank $\sigma_{k}$ ). Define

$$
\beta_{k}=\left(\begin{array}{cc}
\bar{b}_{11} & \bar{b}_{12} \\
0 & I
\end{array}\right)^{-1} \quad ; \alpha_{k}=\beta_{k}\binom{-\bar{a}_{k}(x)}{0}
$$

and let

$$
u_{k-1}=\alpha_{k}+\beta_{k} v_{k}
$$

be an analytic regular static state feedback, where $v_{k}=$ $\left(\begin{array}{cc}\bar{v}_{k}^{T} & \widehat{v}_{k}^{T}\end{array}\right)^{T}$ Note that $\alpha$ and $\beta$ are respectively matrices $m \times 1$ and $m \times m$ of functions defined on $T_{k}^{(k)}$. Add a dynamic extension :

$$
\begin{aligned}
& \bar{u}_{k}=\dot{\bar{v}}_{k} \\
& \widehat{u}_{k}=\widehat{v}_{k}
\end{aligned}
$$

and let $u_{k}=\left(\bar{u}_{k}^{T}, \widehat{u}_{k}^{T}\right)^{T}$.

### 4.3 Step (S3)

This step corresponds to the computation of the symbolical structure codistribution $\Gamma_{k}$ (see [1] for similar computations).

In iteration $k-1$ we have computed $\Gamma_{k-1}=$ $\operatorname{span}\left\{\omega_{k-1}^{1}, \ldots, \omega_{k-1}^{s_{k-1}}\right\}$ and their derivatives $\frac{d}{d t}^{k-1} \omega_{k-1}^{j} \in$ span $\left\{d x, d \bar{v}_{1}, \ldots, d \bar{v}_{k-1}\right\}$. In this step we have to find functions $\gamma_{j}$ such that

$$
\begin{equation*}
\bar{\omega}=\sum_{j} \gamma_{j} \frac{d}{d t}^{k} \omega_{k-1}^{j} \in Z_{k}=\operatorname{span}\left\{d x, d \bar{v}_{1}, \ldots, d \bar{v}_{k}\right\} \tag{16}
\end{equation*}
$$

where $\frac{d}{d t}^{k} \omega_{k-1}^{j}=\mathcal{L}_{f_{k}+g_{k} u_{k}}\left(\frac{d}{d t}^{k-1} \omega_{k-1}^{j}\right)$. If $\gamma_{j}$ are so, then $\Omega_{k}$ is spanned by all symbolic forms $\bar{\omega}$ that obey condition (16).

Let $\theta^{j}=\frac{d}{d t}^{k-1} \omega_{k-1}^{j}$ (computed in the iteration $k-1$ ). Compute $\dot{\theta}^{j}=\mathcal{L}_{f_{k}+g_{k} u_{k}} \theta^{j}$. ¿From (16) one may find a basis $\left\{\mu_{k}^{1}, \ldots, \mu_{k}^{r_{k}}\right\}$ of $\Omega_{k}$ by solving the linear equations.

$$
\sum_{j} \gamma^{j}\left\langle\left\langle\theta^{j}, g_{k_{l}}\right\rangle=0, l \in\lfloor m\rceil\right.
$$

We stress the standard assumption that we are working around (generic) nonsingular points, i.e., points where the rank of the matrices of analytical functions, codistributions, etc. are maximal (see Rem 4.1).

Using the symbolic derived flag (see § 2.4), we may obtain the greater involutive symbolic codistribution $\Gamma_{k}=$ span $\left\{\omega_{k}^{1}, \ldots, \omega_{k}^{s_{k}}\right\}$ contained in $\Omega_{k}$. Then compute $\frac{d^{k}}{d t} \omega_{k}^{j}$ $=\mathbb{L}_{f_{k}+g_{k} u_{k}}\left(\frac{d}{d t}^{k-1} \omega_{k}^{j}\right)($ note that one may use the expressions of $\frac{d^{d t}}{}{ }^{r} \omega_{r}^{j}$ for $r=1, \ldots, k-1$ computed in the previous iterations).
Denote by $M_{k}=T_{k}^{\left(p_{k}\right)}$ and $\mathcal{J}_{k}=\hat{\mathcal{J}}_{k}^{\left(p_{k}\right)}$, where $p_{k}$ is big enough for performing all these symbolic calculations.

### 4.4 A sufficient condition for $k$-flatness

Theorem 4.1 Let $\Sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ be a candidate for the structure at infinity obeying condition (14). Assume that the Symbolic Dynamic Extension Algorithm for system (12a), associated to $\Sigma$, constructs in the kth-iteration the symbolic structure codistributions $\Gamma_{k}$ and the symbolic system $\left(f_{k}, g_{k}\right)$ such that rank $\bar{b}_{k}$ is generically equal to $\sigma_{k}$. Then the system is 0 -flat

Proof. By construction, in the $k$-th iteration of the DEA we have a manifold $M_{k-1}$ and a differential system $\mathcal{J}_{k-1}$ and we contruct a manifold $T_{k}$, and a differential system $\hat{\mathcal{J}}_{k}$ as described in $\S$ 2.7. Note also that $\left(\mathcal{J}_{k}, \Omega\right)$ is a $p_{k^{-}}$ prolongation of $\left(\hat{\mathcal{J}}_{k}, \Omega\right)$ for a convenient $p_{k}$. By proposition 2.4 it follows that this exterior differential system is involutive. In particular it admits local integral manifolds passing through every point. These integral manifolds induce functions $\left(h_{1}(x), \ldots, h_{m}(x)\right)$ defined on an open neighborhood of $X$. By Prop. 3.1, Prop. 3.2, Prop. 2.1 and from the fact the SDEA is a symbolic version of the DEA it follows that $\left(h_{1}(x), \ldots, h_{m}(x)\right)$ is a local flat output of system (1).

Definition 4.1 A 0-flat system is called nonsingular if the conditions of Theo. 4.1 holds.

Proposition 4.1 A system (12a) that is static-feedback linearizable is nonsingular in the sense of Def. 4.1.

## 5 Singular Case

In this section we give necessary and sufficient conditions for 0 -flatness of a system (12a) in the general case. We construct a restricted jet-space $N$ and an exterior differential system $(\mathcal{I}, \Omega)$, generated by restricted contact-forms, such that (local) 0-flatness of system (12a) is equivalent to the existence of (local) integral manifolds of $(\mathcal{I}, \Omega)$.

Let $X=\mathbb{R}^{n}$ be the state space of system (12a). Let $U^{(k)}=\mathbb{R}^{m}, k \in\{0, \ldots, n\}$. Consider the manifold $Z=X \times U^{(0)} \times \ldots \times U^{(n)}$ with global coordinates $\left(x_{i}, u_{j}^{(k)}: i \in\lfloor n\rceil, j \in\lfloor m\rceil, k \in\{0, \ldots, n\}\right)$. Consider the field $\hat{f}=\sum_{i=1}^{n}\left(f_{i}(x)+\sum_{j=1}^{m} g_{i}(x) u_{j}^{(0)}\right) \frac{\partial}{\partial x_{i}}+$ $\sum_{j=1}^{m} \sum_{k=0}^{n-1} u_{j}^{(k+1)} \frac{\partial}{\partial u_{j}(k)}$. Let $y=h(x)$ be an output for system (12a). Then it is easy to show that $y^{(k)}=L_{\hat{f}}^{k} h(x)$, $k \in\{0, \ldots, n\}$ (see [22]).

Now let $Y=\mathbb{R}^{m}$ with global coordinates $\left(y^{1}, \ldots, y^{m}\right)$. Consider the jet-space $\mathcal{J}^{n+1}(X, Y)$ and let $I^{n+1}$ be the codistribution generated by the corresponding contact-forms (the contact forms are given by (7) replacing $Z$ by $X, z^{j}$ by $x^{j}, t$ by $n, r$ by $n$ and $s$ by $m$ ).

Now let $M=U^{(0)} \times \ldots \times U^{(n)} \times \mathcal{J}^{n+1}(X, Y)$ with global coordinates $\left(x_{i}, u_{j}^{(k)}, y^{\sigma}, y_{K}^{\sigma}: i \in\lfloor n\rceil, j \in\lfloor m\rceil\right.$, $k \in\{0, \ldots, n\}, \sigma \in\lfloor m\rceil, K \in \Sigma(n),\|K\| \leq n+1)$. Denote by $I$ the pull-back of $I^{n+1}$ from $\mathcal{J}^{n+1}(X, Y)$ to $M$. Let $\tilde{\mathcal{I}}=\{I, d I\}$ and let
$\tilde{\Omega}=d x^{1} \wedge \ldots \wedge d x^{n} \wedge d u_{1}^{(0)} \wedge \ldots \wedge d u_{m}^{(0)} \wedge \ldots \wedge d u_{1}^{(n)} \wedge \ldots \wedge d u_{m}^{(n)}$.

Then $(\tilde{\mathcal{I}}, \tilde{\Omega})$ is an exterior differential system with independence condition defined on $M$.

Now let $\left\{e_{1}, \ldots, e_{n}\right\}$ be defined by (8) replacing $Z$ by $X, z^{j}$ by $x^{j}, t$ by $n, r$ by $n$ and $s$ by $m$. Define the field $\tilde{f}$ on $M$ by $\tilde{f}=\sum_{i=1}^{n}\left(f_{i}(x)+\sum_{j=1}^{m} g_{i}(x) u_{j}^{(0)}\right) e_{i}+$ $\sum_{j=1}^{m} \sum_{k=0}^{n-1} u_{j}^{(k+1)} \frac{\partial}{\partial u_{j}(k)}$. Let $k^{*} \leq n$ be an integer. Consider the following restriction :

$$
\begin{gather*}
\operatorname{span}\left\{d x^{i}: i \in\lfloor n\rceil\right\} \bmod I \subset \\
\operatorname{span}\left\{d L_{\tilde{f}}^{k^{*}} y^{\sigma}: \sigma \in\lfloor m\rceil\right\} \bmod I \tag{17}
\end{gather*}
$$

It can be shown that (17) is equivalent to $\left\{\alpha_{i}=0, i \in\lfloor l\rceil\right\}$ where $\alpha_{i}$ are analytic functions defined on $M$. So assume that this restriction defines an immersion $\jmath: N \rightarrow M$ (in the general case the analytical manifold can be decomposed in a strata). Then let $\mathcal{I}=\jmath^{*} \tilde{\mathcal{I}}$ and $\Omega=\jmath * \tilde{\Omega}$. Let $\theta$ be a 1 -form on $M$ and let $\pi \theta$ be the unique 1-form in $T^{*} Z \subset T^{*} M$ such that $\pi \theta-\theta \bmod I \equiv 0$. We have the following result :

Theorem 5.1 The system (12a) is 0 flat around a point of $\zeta \in Z$ if and only if :
(i) $(\mathcal{I}, \Omega)$ admits a local integral manifold that passes through $\xi \in N$ such that $i(\zeta)=\xi$
(ii) The codistribution

$$
\operatorname{span}\left\{\pi d L_{\tilde{f}}^{r} y^{\sigma}: r=0,1, \ldots, k^{*}, \sigma \in\lfloor m\rceil\right\}
$$

is nonsingular in $\jmath \circ i(\zeta)$.
For the proof of a version of Theo. 5.1 and the details about the constructions above see [23].

Remark 5.1 Note that necessary and sufficient conditions of $k$-flatnes can be obtained by putting $k$ integrators in series with the inputs of the system (see [23]).

## 6 Examples

We begin with a very simple academic example :
Example 1 Consider the system with input $u=\left(u_{1}, u_{2}\right)$ evolving on $X=\mathbb{R}^{5}$, given by

$$
\begin{aligned}
\dot{x}^{1} & =x^{4} x^{3} \\
\dot{x}^{2} & =x^{4} \\
\dot{x}^{3} & =x^{5} \\
\dot{x}^{4} & =u_{1} \\
\dot{x}^{5} & =u_{2}
\end{aligned}
$$

It is easy to verify that this system is not linearizable by static-state feedback because the conditions of [20, 18] are not fulfilled.

A possible solution of condition (14) is $k^{*}=3, \sigma_{1}=0$, $\sigma_{2}=1$ and $\sigma_{3}=2$. We will execute the steps of SDEA for this choice of structure at infinity.
S0. Let $\sigma_{0}=0, Z=X \times \mathbb{R}^{\sigma_{2}} \times \mathbb{R}^{\sigma_{3}}$ with global coordinates $\left(x, \bar{v}_{2}, \bar{v}_{3}\right)$. Let $\Gamma_{0}=\operatorname{span}\left\{d x^{1}, d x^{2}, d x^{3}, d x^{4}, d x^{5}\right\}$ and

Set $f_{0}=f, g_{0}=g, M_{0}=Z$ and let $\mathcal{I}_{0}=\{0\}$.

## Iteration 1.

(S1) Since $\sigma_{1}-\sigma_{0}=0$, we have $T_{1}=M_{0}$ and $\hat{\mathcal{J}}_{1}=\{0\}$.
(S2) Since $\sigma_{1}=0$, we have $f_{1}=f_{0}, g_{1}=g_{0}, x_{1}=x$, $u_{1}=u$.
(S3) Note that $\Omega_{1}=\left\{\omega \in \Gamma_{0} \mid L_{f_{1}+g_{1} u_{1}} \omega \in \operatorname{span}\left\{d x_{1}\right\}\right\}$. Simple computations give $\Omega_{1}=\operatorname{span}\left\{\omega_{1}^{1}, \omega_{1}^{2}, \omega_{1}^{3}\right\}$, where $\omega_{i}=d x^{i}: i \in\lfloor 3\rceil$ Compute $\dot{\omega}_{1}^{j}=\mathbb{L}_{f_{1}+g_{1} u_{1}} \omega_{i}^{j}$ for $i \in\lfloor 3\rceil$, obtaining $\dot{\omega}_{1}^{1}=x^{3} d u^{1}+u^{1} d x^{3}, \dot{\omega}_{1}^{2}=d x^{4}, \dot{\omega}_{1}^{3}=d x^{5}$. Note that $\hat{\mathcal{J}}_{1}=\{0\}$ implies that symbolical involutivity reduces to the involutivity of $\Omega_{1}$. In particular, $\Gamma_{1}=\Omega_{1}, M_{1}=M_{0}$ and $\mathcal{J}_{1}=\{0\}$.

## Iteration 2.

(S1) We have $\sigma_{2}-\sigma_{1}=1$. Hence $T_{2}=X \times L_{2}$ where $L_{2}=\mathbb{R} \times \mathbb{R}^{3}$ with coordinates $\left(h^{1}, \alpha_{j}^{1}: j \in\lfloor 2\rceil\right)$. Let $\mathcal{I}_{2}=\left\{d h^{1}-\sum_{j=1}^{3} \alpha_{j}^{1} d x^{j}\right\}$.
(S2) Let $h_{2}=\left(h^{1} \ldots h^{\sigma_{2}}\right)=h^{1}$ Note that

$$
\begin{aligned}
\bar{y}_{2}^{(2)} & =\mathcal{L}_{f_{1}}^{2} h_{2}+\left(\mathscr{L}_{g_{1}} \mathcal{L}_{f_{1}} h_{2}\right) u_{1} \\
& =\bar{a}_{2}+u_{1}
\end{aligned}
$$

where

$$
\bar{b}_{2}=\left(\begin{array}{cc}
\alpha_{1}^{1} x_{3}+\alpha_{2}^{1} & \alpha_{3}^{1}
\end{array}\right)
$$

Hence we may take

$$
\beta_{2}=\left(\begin{array}{cc}
\frac{1}{\alpha_{1}^{1} x_{3}+\alpha_{2}^{1}} & -\frac{\alpha_{3}^{1}}{\alpha_{1}^{1} x_{3}+\alpha_{2}^{1}} \\
0 & 1
\end{array}\right) \quad \alpha_{2}=\beta_{2}\binom{-\bar{a}_{2}}{0}
$$

Denoting by $\beta_{2}=\left(\bar{\beta}_{2} \hat{\beta}_{2}\right)$ where $\bar{\beta}_{2}$ is the first column and $\hat{\beta}_{2}$ is the second column of $\beta_{2}$, then $\left(f_{2}, g_{2}\right)$ is a system with state $x_{1}=\left(x, \bar{v}_{2}\right)$ and input $u_{2}=\left(\bar{u}_{2}, \hat{u}_{2}\right)$ given by:

$$
\begin{aligned}
\dot{x} & =f_{1}+g_{1} \alpha_{2}+g_{1} \bar{\beta}_{2} \bar{v}_{2}+g_{2} \hat{\beta}_{2} \hat{u}_{2} \\
\dot{v}_{2} & =\bar{u}_{2}
\end{aligned}
$$

(S3) To compute $\Gamma_{2}$, let

$$
\Omega_{2}=\operatorname{span}\left\{\omega \in \Gamma_{1} \mid \mathcal{L}_{f_{2}+g_{2} u_{2}} \dot{\omega} \in \operatorname{span}\left\{d x, d \bar{v}_{2}\right\}\right\}
$$

Let $\omega=\sum_{i=1}^{3} \gamma_{i} \omega_{1}^{i}$ Then $\dot{\omega}=\sum_{i=1}^{3}\left\{\gamma_{i} \dot{\omega}_{1}^{i}+\dot{\gamma}_{i} \omega_{1}^{i}\right\}$. It is easy to show that $\mathbb{L}_{f_{2}+g_{2} u_{2}} \dot{\omega} \in \operatorname{span}\left\{d x, d \bar{v}_{2}\right\}$ if and only if $\left\langle\sum_{i=1}^{3} d \dot{\omega}_{1}^{i}, g \hat{\beta}\right\rangle=0$. Hence

$$
\gamma_{1} x^{3} \frac{-\alpha_{3}^{1}}{\alpha_{1}^{1} x^{3}+\alpha_{2}^{1}}+\gamma_{2} \frac{-\alpha_{3}^{1}}{\alpha_{1}^{1} x^{3}+\alpha_{2}^{1}}+\gamma_{3}=0
$$

It follows that $\Omega_{2}=\operatorname{span}\left\{\omega_{1}^{2}, \omega_{2}^{2}\right\}$, where

$$
\omega_{2}^{1}=d x^{1}-x^{3} d x_{2}, \quad \omega_{2}^{2}=\left(\alpha_{1}^{1} x^{3}+\alpha_{2}^{1}\right) d x^{2}+\alpha_{3}^{1} d x^{3}
$$

Further computations show that $\Omega_{2}$ is symbolically involutive and so $\Gamma_{2}=\Omega_{2}$ and that :

$$
\begin{aligned}
\frac{d^{2}}{d t} \omega_{2}^{1} & =\theta_{1}-x^{5} d x^{4}-x^{4} d x_{5} \\
\frac{d^{2}}{d t} \omega_{2}^{2} & =\theta_{2}+d \bar{v}_{2}
\end{aligned}
$$

where $\theta_{1} \in \quad \operatorname{span}\left\{d x^{3}, d x^{2}\right\} \quad$ and $\quad \theta_{2} \quad \in$ span $\left\{d x^{1}, d x^{2}, d x^{3}, d x^{4}, d x^{5}\right\}$.

Iteration 3. (S1) We have $\sigma_{3}-\sigma_{2}=1$. Hence $T_{3}=M_{3} \times L_{3}$ where $L_{2}=\mathbb{R} \times \mathbb{R}^{3}$ with coordinates $\left(h^{2}, \alpha_{j}^{2}: j \in\lfloor 2\rceil\right)$. Let $\mathcal{I}_{2}=\left\{d h^{1}-\sum_{j=1}^{3} \alpha_{j}^{1} \omega_{j}^{2}\right\}$.
(S2) Let $h_{3}=\left(h^{1} \ldots h^{\sigma_{3}}\right)$. After tedious computations it follows that

$$
\begin{aligned}
\bar{y}_{3}^{(3)} & =\mathcal{L}_{f_{1}}^{3} h_{3}+\left(\mathcal{L}_{g_{1}} \mathcal{L}_{f_{1}}^{2} h_{3}\right) u_{1} \\
& =\bar{a}_{3}+\bar{b}_{3} u_{1}
\end{aligned}
$$

where

$$
\bar{b}_{3}=\left(\begin{array}{cc}
1 & 0 \\
\psi\left(x_{2}\right) & \alpha_{1}^{2}\left(x^{5} \alpha_{3}^{1}+x^{4}\right)+\alpha_{2}^{2}
\end{array}\right)
$$

It follows that $\bar{b}_{3}$ is generically nonsingular. By Theorem 4.1 it follows that the system is 0-flat. The flat output is $\left(y^{1}, y^{2}\right)$ where $d y^{1} \in \operatorname{span}\left\{d x^{1}, d x^{2}, d x^{3}\right\}$ and $d y^{2} \in \Gamma_{2}$ is such that $\overline{b_{3}}$ is nonsingular.

The next example shows that there exist flat systems that are singular with respect to Def. 4.1 :

Example 2 Consider the system with input $u=\left(u_{1}, u_{2}\right)$ evolving on $X=\mathbb{R}^{5}$, given by

$$
\begin{aligned}
\dot{x}^{1} & =x^{4} \\
\dot{x}^{2} & =x^{5} \\
\dot{x}^{3} & =x^{4} x^{5} \\
\dot{x}^{4} & =u_{1} \\
\dot{x}^{5} & =u_{2}
\end{aligned}
$$

Note that this example corresponds to the one of [15] with $\alpha_{1}=\alpha_{2}=1$ where one has extended the state by integrators in series to the inputs. There exists two solutions of equation (14) given by : $\left\{k^{*}=4, \sigma_{1}=\sigma_{2}=\sigma_{3}=1\right.$, $\left.\sigma_{4}=2\right\}$ and $\left\{k^{*}=3, \sigma_{1}=0, \sigma_{2}=1, \sigma_{3}=2\right\}$. After some tedious computations one can show that the condition of Theo. 4.1 is not satisfied by either of these structures at infinity because rank $\bar{b}_{k^{*}}<2$ in both cases. It is shown in [15] that this system is 0-flat (the original system is 1-flat ${ }^{9}$ ). Hence this example shows that there exist 0-flat systems that are singular with respect to Def. 4.1.

## 7 Conclusions

In this paper it is shown that there may exist two kind of 0-flat systems - the nonsingular and the singular cases. The nonsingular case contains properly the class of state-feedback linearizable systems. Hence 0 -flat systems may be classified as state-feedback linearizable, nonsingular and singular systems, in an ascending order of complexity.

Necessary and sufficient conditions of $k$-flatness for the nonsingular case are developed. For the singular case, necessary and sufficient conditions of $k$-flatness relies on a convenient application of Cartan-Kähler and Cartan-Kuranishi theorems.

[^7]
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[^0]:    ${ }^{1}$ The definition of flatness given here is not rigourous. The reader may refer the cited literature for a complete presentation.

[^1]:    ${ }^{2}$ We abuse notation by using the same symbol $\Omega$ for the independence condition on all manifolds.

[^2]:    ${ }^{3}$ Solutions of a partial differential equation are integral manifolds of exterior differential systems, as will be shown in § 2.6.
    ${ }^{4}$ This assumption is needed for considering the map $\pi_{1}$ of Rem. 2.1.

[^3]:    ${ }^{5}$ Note that, by Prop. 2.1 part (iv), this implies that $\Gamma$ restricted to an integral manifold of $\mathcal{I}$ is involutive.

[^4]:    ${ }^{6}$ The approaches of $[7,5]$ are algebraic. Some other properties of the DEA considered in the geometric approach of [19] can be found in [22].

[^5]:    ${ }^{7}$ This remark refers to step (S3) of SDEA, described in § 4.3.

[^6]:    ${ }^{8}$ The step (S2) includes a finite number of choices represented by a reordering of the inputs.

[^7]:    ${ }^{9}$ In [23] it is shown that the example of [15] is not 0-flat.

